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Abstract
Background: In recent years, two-dimensional convolutional neural network
(2D CNN) have been widely used in the diagnosis of Alzheimer’s disease (AD)
based on structural magnetic resonance imaging (sMRI). However, due to the
lack of targeted processing of the key slices of sMRI images, the classification
performance of the CNN model needs to be improved.
Purpose: Therefore, in this paper, we propose a key slice processing technique
called the structural highlighting key slice stacking (SHKSS) technique, and we
apply it to a 2D transfer learning model for AD classification.
Methods: Specifically, first, 3D MR images were preprocessed. Second, the 2D
axial middle-layer image was extracted from the MR image as a key slice. Then,
the image was normalized by intensity and mapped to the red, green, and blue
(RGB) space, and histogram specification was performed on the obtained RGB
image to generate the final three-channel image. The final three-channel image
was input into a pretrained CNN model for AD classification. Finally, classifica-
tion and generalization experiments were conducted to verify the validity of the
proposed method.
Results: The experimental results on the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) data set show that our SHKSS method can effectively highlight
the structural information in MRI slices. Compared with existing key slice pro-
cessing techniques,our SHKSS method has an average accuracy improvement
of at least 26% on the same test data set, and it has better performance and
generalization ability.
Conclusions: Our SHKSS method not only converts single-channel images
into three-channel images to match the input requirements of the 2D transfer
learning model but also highlights the structural information of MRI slices to
improve the accuracy of AD diagnosis.
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1 INTRODUCTION

Alzheimer’s disease (AD) is the most common neu-
rodegenerative disease and is clinically manifested by
memory impairment and other cognitive decline.1 As of
2018, there were 50 million AD patients worldwide, and
this number is expected to reach 152 million in 2050.2

In addition, the cost of AD treatment is very high, and
related surveys show that the cost of AD treatment

has increased significantly year by year and will reach
between 379 and 500 billion in 2040.3 Mild cognitive
impairment (MCI) is a stage between normal control
(NC) and AD. Many studies have demonstrated that
appropriate interventions for MCI patients can delay the
progression of AD.4–6 Therefore, early diagnosis of AD
is crucial.

Early diagnosis of AD can be achieved by automatic
analysis of structural magnetic resonance imaging
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F IGURE 1 Schematic diagram of common key slice pretreatment methods and our proposed key slice pretreatment method: (a) single key
slice stacking (SKSS) method, (b) adjacent key slice stacking (AKSS) method, (c) multikey slice stacking (MKSS) method, and (d) structure
highlighting key slice stacking (SHKSS) method

(sMRI) through deep learning.7–9 As a structural imaging
method, sMRI can clearly display structural changes in
the brain to physicians, so it is widely used in the clinical
evaluation of AD patients. Existing studies have shown
that convolutional neural network (CNN) support images
as input to network models for higher level image feature
extraction, and the capture of subtle lesion sites bet-
ter than traditional manual feature extraction methods
in AD classification studies based on sMRI images.10

Currently,CNN has been applied in the study of AD clas-
sification based on sMRI images. For example, Korolev
et al.11 achieved AD versus NC classification by using
a CNN for feature extraction of sMRI images, and their
classification accuracy was 79%.Khvostikov et al.12 pro-
posed an adaptive CNN for training on sMRI images
for AD classification and achieved accuracies of 96.7%,
80%, and 65.8% in AD versus NC, AD versus MCI,
and NC versus MCI classification, respectively. A simi-
lar study was performed by Liu et al.13 They combined
two CNNs to classify AD.However,due to the small num-
ber of samples of medical images,14 the difficulty of
training CNN from scratch, and the difficulty of param-
eter optimization, it is still a difficult task to obtain a
highly accurate AD diagnosis model.To overcome these
problems, Yosinski et al.15 proposed a transfer learn-
ing method in 2014, which not only effectively avoids
overfitting but also captures the internal connections
among data well. The essence of transfer learning is to
transfer the trained model parameters to the new model
to assist in training the new model according to the
correlation among objects in nature. Most of the exist-
ing publicly available transfer learning models are 2D
CNN, and most of the transfer learning models com-
monly used for AD classification are 2D CNN. Existing

pretrained 2D CNN models require the input image to
be a three-channel image, so 2D slice images con-
taining regions of interest (e.g., the hippocampus or
ventricles) need to be extracted from 3D sMRI images
and converted to three-channel images using key slice
extraction techniques.

There are three key slice processing techniques
commonly used for AD classification tasks. The first
is single key slice stacking (SKSS).16–18 This method
is the most commonly used. First, the key slice is
extracted and copied twice,and then the three slices are
stacked to generate a three-channel image (Figure 1a).
The second technique is adjacent key slice stacking
(AKSS).19–21 This method is also widely used in key slice
processing. First, the key slice and its adjacent slices in
the gap above and below (the gap is generally greater
than or equal to 0 and less than or equal to 1/2 of the
image size) are extracted, and then they are stacked
to generate a three-channel image (Figure 1b). Com-
pared with the SKSS method, the images synthesized
by this method can contain more spatial information
and have a certain theoretical robustness.The last tech-
nique is multikey slice stacking (MKSS).22,23 The 3D
MRI images can be viewed in three visualizations,which
are perpendicular to three standard image axes: axial,
coronal, and sagittal. This method extracts key slices
from the axial, coronal, and sagittal planes. Then, the
three key slices are stacked to obtain three-channel
images (Figure 1c).Compared with the SKSS and AKSS
methods, this method is less frequently used, but its
synthesized images contain information from the three
planes of MRI images, which plays a role in information
supplementation to some extent. However, the above
three methods only generate three-channel images
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through simple slice stacking, which does not fully use
the structure of MRI images.Previous studies24–27 have
shown that intensity normalization of MRI images can
enhance the discriminative information in the images,
and histogram specification28,29 is effective in enhanc-
ing MRI images to highlight image differences and
ensure the consistency of image intensity. Based on
this, this study proposes a method including intensity
normalization and histogram specification to the train-
ing process of a CNN for AD diagnosis, which is called
structural highlighting key slice stacking (SHKSS). This
method first normalizes the intensity of the image, then
maps the single-channel image into the RGB space,and
finally performs histogram specification on the obtained
RGB image to generate the final three-channel image
(Figure 1d).To evaluate the performance of these meth-
ods, two experiments were conducted in this study on
the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
data set using pretrained ResNet-18 as a classification
model:(1) The effectiveness of these methods was eval-
uated. The SKSS method, the AKSS method, the MKSS
method,and the proposed SHKSS method were applied
to the ADNI-1 data set to compare the performance of
the four methods in AD classification tasks. (2) The gen-
eralization ability of these methods was evaluated. The
above four methods were applied in four additional sets
of experiments: (a) the models were trained and tested
on the ADNI-2 data set, (b) the models trained on the
ADNI-1 data set and tested on the ADNI-2 data set, (c)
the models trained on the ADNI-2 data set and tested
on the ADNI-1 data set, and (d) a mixture of ADNI-1
and ADNI-2 data set were used for training and test-
ing. The experimental results show that our proposed
method can effectively identify AD, and its diagnostic
performance is better than those of existing methods
under the same conditions.

The rest of this paper is organized as follows: In Sec-
tion 2, we briefly introduce the studied data sets. In
Section 3, we describe in detail the overall framework
of this study, including key slice processing techniques
and transfer learning methods. In Section 4, our pro-
posed method is evaluated and compared with existing
methods. In Section 5, we first visualize and analyze
the results of the SHKSS method with three commonly
used methods and then discuss the effects of transfer
learning methods and data leakage on the experimen-
tal results. In Section 6,we analyze the limitations of this
study. Finally, we conclude in Section 7.

2 MATERIALS AND MRI
PREPROCESSING

2.1 ADNI data set

The sMRI data used in this study were obtained from the
ADNI database (www.adni.loni.usc.edu),which includes

TABLE 1 Characteristics of the subjects used in this study.
Values are reported as mean ± standard deviation

Diagnosed
Gender
(M/F)

Age
(Mean ± SD)

MMSE
(Mean ± SD)

ADNI-1 AD 83/76 75.28 ± 7.59 23.37 ± 1.59

MCI 173/99 76.07 ± 5.41 29.05 ± 1.08

NC 76/76 74.80 ± 7.15 27.04 ± 1.76

ADNI-2 AD 83/61 74.56 ± 8.16 23.06 ± 2.10

MCI 117/86 73.50 ± 6.27 29.04 ± 1.22

NC 87/94 71.79 ± 6.96 27.87 ± 1.70

the ADNI-1 and ADNI-2 phases.ADNI is a publicly avail-
able AD clinical imaging database that was established
in 2003, and it is convenient for researchers and clin-
icians, effectively reducing unnecessary time and cost
in the development of new treatments. In this study,
MR T1-weighted images of 583 subjects in the ADNI-
1 and 528 subjects in the ADNI-2 phase were selected
for the experiment. The ADNI-1 data set contained 159
AD subjects, 272 MCI subjects, and 152 NC subjects,
and the ADNI-2 data set contained 144 AD subjects,
203 MCI subjects, and 181 NC subjects. These MR T1-
weighted images were preprocessed with specific image
preprocessing steps by the ADNI study group, including
multiplanar reconstruction (MPR), gradient warping, B1
nonuniformity correction,and N3 intensity normalization.
The details of all the subjects in this study are shown in
Table 1.

2.2 Image preprocessing

To reduce the anatomical differences between indi-
viduals, the “Segment Data” module provided by the
computational anatomy toolbox (CAT12)30 can be used
to preprocess the MRI before the experiment (CAT12
is found at neuro.uni-jena.de/cat/). CAT12 is a MAT-
LAB toolkit based on the statistical parametric map-
ping (SPM)31 software package (SPM is found at
fil.ion.ucl.ac.uk/spm/),which was jointly developed by Dr.
Christian Gaser and Dr. Robert Dahnke of the Depart-
ment of Psychiatry and Neurology of Jena University
Hospital, Germany. The preprocessing includes three
steps, as shown in Figure 2. First, skull stripping is per-
formed on original 3D MRI images to produce a brain
volume with less noise and irrelevant information (called
SS-MRI). Second, all SS-MRI images are registered to
the MNI space (MNI152 T1 1.5 mm brain) via Dartel
registration to achieve spatial standardization. Then, the
standardized SS-MRI images are modulated to com-
pensate for the effects of spatial standardization.Finally,
a whole-brain image with a size of 121×145×121 (called
MNI-MRI) is obtained.

http://www.adni.loni.usc.edu
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F IGURE 2 Flowchart of sMRI image preprocessing

F IGURE 3 Block diagram of our method

3 METHODOLOGY

The overall flowchart of this study is shown in Figure 3,
which consists of three main steps: image prepro-
cessing, key slice processing, and CNN classification.
Specifically, first, the 3D MR images were preprocessed
(see Section 2.1 for the specific steps). Second, the
2D axial middle layer image was extracted from the 3D
brain volume as a key slice, and the image was normal-
ized by intensity and mapped to the RGB space. Finally,
the processed key slice was input to a pretrained CNN
model for classification. In what follows, we describe the
proposed method.

3.1 Key slice processing technology

In this study, we use a pretrained 2D CNN model
to perform classification. Therefore, 2D slice images
need to be transformed into three-channel images using
key slice processing techniques. That is, the key slice

image is mapped to the RGB space to obtain a three-
channel image that meets the input requirements of the
pretrained CNN.The key slice processing technique pro-
posed in this study, the SHKSS method, can be divided
into three steps.

(1) A three-channel color mapping table M is con-
structed: First, we generate a single-channel color
mapping table X based on the grayscale difference of
the image. Assuming that there is a grayscale image
I (with a size of m × n), Imax represents the maxi-
mum grayscale value, and Imin represents the minimum
grayscale value, its grayscale difference value can be
expressed as:

d = |Imax − Imin| + 1. (1)

The single-channel color mapping table X can be
expressed as:

X = [0, xi ,… , 1]T, (2)
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F IGURE 4 Generating a three-channel image

xi =
i − 1

d
, i = 2,… , d − 1, (3)

where X is a matrix of size d × 1 and its values are in
the range [0,1].

Second, X is concatenated to obtain a three-channel
color mapping table M. Thus, M is a matrix of size d × 3,
and each column of M corresponds to a color channel;
the channels are denoted as MR, MG, and MB.

(2) The grayscale image I is mapped to the RGB
space to generate a three-channel image C.Specifically,
first, the values of each pixel in images M

′

R, M
′

G, and

M
′

B are obtained by extracting the corresponding val-
ues in MR, MG, and MB using the pixel values in I as
the index, and the size is m × n. Thus far, the normalized
images M

′

R, M
′

G, and M
′

B have been obtained. Second,

the images M
′

R, M
′

G, and M
′

B are superimposed to obtain
the desired three-channel image C, and the size is m ×

n × 3. The specific process is shown in Figure 4.
(3) Histogram specification29,32 is performed on the

three-channel image C to enhance the image contrast
and highlight the structural features of the image.Specif-
ically, first, the histogram of the three-channel image C
is calculated as follows:

h(k) = nk, k = 0, 1, 2,… , L1 − 1, (4)

where nk is the number of pixels at gray level k and L1 is
the total number of gray levels of image C, normalized
by:

ps(sk) =
h(k)
N

, (5)

where sk is the k-th level gray value of the image and N
is the total number of pixels. The cumulative distribution
of the histogram of image C is:

tk =
k∑

t=0

ps(st). (6)

Next, the average histogram of the three-channel
images of the K key slices is used as the target his-

togram z, and its cumulative distribution is obtained.The
calculation formula is as follows:

z(l) = 1

K

K∑
i=1

hi(l), l = 0, 1, 2,… , L2 − 1, (7)

pu(ul) =
z(l)
N

, (8)

vl =

l∑
j=0

pu(uj), (9)

where L2 is the total number of gray levels of the target
histogram z.

Finally, a single mapping law (SML) is used to
establish the mapping relationship between tk and vl:

||||||

k∑
t=0

ps(st)−
l∑

j=0

pu(uj)
||||||
. (10)

When formula (10) takes the minimum value, the u
value that matches the s value can be found, that is, the
mapping from s to u is obtained. After completing the
histogram specification of the three-channel image C,
the final three-channel image can be obtained.

Figure 5 shows the three-channel images generated
by the SKSS method, the AKSS method, the MKSS
method, and the proposed SHKSS method. Compared
with those of the other three methods, the three-channel
image generated by SHKSS is brighter, and the contrast
between tissues is stronger.

3.2 Transfer learning

The small number of samples in this study is not suf-
ficient to train 2D CNN models with high accuracy
from scratch, and overfitting may occur during training.
Therefore, we use the transfer learning technique with
pretrained CNN models for the AD classification task.
Considering that deeper networks may reduce the per-
formance of the model and complicate the optimization
process,33,34 this study uses a pretrained ResNet-18
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F IGURE 5 Three-channel images processed by (a) the SKSS method, (b) the AKSS method, (c) the MKSS method, and (d) the proposed
SHKSS method

F IGURE 6 Our ResNet-18 model

model as the feature extractor and classifier.The ResNet
network was proposed by He et al.33 in 2015,solving the
problem of gradient disappearance and degradation by
skipping some layers (the red dashed box at the bottom
of Figure 6), called “shortcut connections.” At present,
the reliability of ResNet-18 has been verified on the Ima-
geNet database, and it learns rich features representing
a wide range of images. Therefore, ResNet-18 can be
extended to our AD diagnosis tasks.

In this study, the final classification is achieved using
a pretrained ResNet-18 model, which contains 18 lay-
ers with learnable weights (sums of convolutional and
fully connected layers from the input layer to the out-
put layer). To allow the original ResNet-18 model that
identified 1000 classes to train the data used in this
study, the last layer with learnable weights (fully con-
nected layer) needs to be replaced with a new fully
connected layer. That is, the number of neurons in the
new fully connected layer should be the number of
classes of the samples in the classification experiment.
For example, the number of neurons in the binary clas-

sification experiment is 2, and the number of neurons
in the multiclassification experiment is 3. In addition,
a new softmax layer and a classification output layer
are needed to replace the corresponding original lay-
ers. The specific structure of the model is shown in
Figure 6. Each convolutional layer in Figure 6 is repre-
sented with the size of the convolution kernel and the
number of channels.The weights of the layers indicated
by “Freezed” are not updated during backpropagation,
and the weights of the layers indicated by “Fine-tuned”
are updated during backpropagation. A solid-line short-
cut means that a “shortcut connection” can be used
directly when the dimensions of the input and output
are the same.A dotted-line shortcut means that a “short-
cut connection”can be used directly when the dimension
increases.Therefore,during training,all layers before the
fully connected layer are frozen to prevent overfitting,
and the fully connected layer and its subsequent layers
(i.e., the fully connected layer, softmax layer, and output
layer) are randomly initialized and retrained to fit the AD
classification task.
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4 EXPERIMENT AND ANALYSIS

4.1 Experimental setup

In our experiments, we used a fine-tuning approach to
modify the last three layers (i.e., the fully connected
layer, softmax layer, and output layer) of the ResNet-
18 model. The weights of the other layers of the model
were frozen during fine-tuning to prevent overfitting. The
training model parameters were set as follows: Gra-
dient descent was performed by stochastic gradient
descent with momentum optimizer (SGDWMO), where
the momentum value was set to 0.9000; the minimum
batch size was 20; the maximum number of iterations
was 40; and the initial learning rate was set to 0.003.
The learning rate was kept constant throughout the
model training process. To ensure a fair comparison, the
same parameter configurations were used for all four
key slice techniques.

In this study, we conducted classification experiments
and generalizability experiments. In the classification
experiments, the models were trained and tested on
the ADNI-1 data set; there were three binary classifica-
tion experiments (AD vs. NC, NC vs. MCI, and AD vs.
MCI) and one multiclassification experiment (AD vs. NC
vs. MCI). The performance metrics for all classifications
included classification accuracy (ACC) (Equation 11,
where TP,TN,FP,and FN denote the true positives, true
negatives, false positives, and false negatives, respec-
tively), sensitivity (SEN) (Equation 12), specificity (SPE)
(Equation 13), and area under the receiver operating
characteristic curve (AUC). In general,a method has low
classification performance at AUC values of 50%–70%;
at 70%–90%,the classification performance can be con-
sidered moderate; if the AUC is greater than 90%, the
classification performance is considered high. In addi-
tion, we applied a fivefold cross-validation strategy in
our experiments to split the data into training and test
sets. In the generalizability experiments, we performed
four sets of experiments: (1) The models were trained
and tested on the ADNI-2 data set alone, (2) models
trained using the ADNI-1 data set were used to predict
the ADNI-2 data, (3) models trained using the ADNI-
2 data set were used to predict the ADNI-1 data, and
(4) a mixture of ADNI-1 and ADNI-2 data were used
for training and testing. The reliability of the proposed
method is demonstrated by comparing the results of the
classification experiments with those of the generaliza-
tion experiments. In particular, the trained models and
parameters in the generalization experiments were kept
the same as in the classification experiments, and test-
ing was performed on AD versus NC, NC versus MCI,
AD versus MCI, and AD versus NC versus MCI.

ACC =
TP + TN

TP + TN + FP + FN
, (11)

SEN =
TP

TP + FN
, (12)

SPE =
TN

TN + FP
. (13)

4.2 Classification results

In this experiment, we compared the classification
results of three commonly used key slice process-
ing techniques (the SKSS method, AKSS method, and
MKSS method) and the proposed SHKSS method.
Table 2 shows the classification results of these meth-
ods for the AD versus NC, NC versus MCI, AD versus
MCI, and AD versus NC versus MCI classification tasks.
The ROC curves of these methods are also com-
pared in Figure 7a–d. From Table 2 and Figure 7, it
can be observed that (1) the classification performance
of the proposed method is better than those of the
three commonly used methods. Specifically, for AD and
NC classification, the ACC of the SHKSS method was
improved by at least 28%. In the NC versus MCI and AD
versus MCI classification tasks, the ACC of the SHKSS
method was improved by at least 26% and 29%, respec-
tively. For AD versus NC versus MCI classification, the
ACC of the SHKSS method was improved by at least
38%. In summary, the SHKSS method improved the
accuracy by at least 26% over the commonly used meth-
ods,and the AUC values of the SHKSS method were all
greater than 88%, indicating that the proposed method
has good classification performance. (2) Our method
performs well on small sample data.Specifically,without
database augmentation, our method achieved ACCs of
98.77% and 98.60% for AD versus NC and AD versus
MCI tasks, respectively. This indicates that the proposed
method can accurately distinguish AD patients from
NC and MCI patients. In the classification of NC and
MCI, our method achieved an ACC of 81.63%, SEN of
86.05%, SPE of 77.95%, and AUC of 88%, which were
much greater than those of the three common methods,
indicating that the proposed method can distinguish NC
and MCI more efficiently. (3) The proposed method has
great potential for multiclassification task; the accuracy
of multiclassification was 82.82%, and the SEN, SPE,
and AUC values were greater than 80%.

4.3 Validation of the generalization
ability of the model

In the above experiments, the classification network was
trained and tested on the ADNI-1 data set. To evaluate
and compare the generalization abilities of the proposed
method and the other three methods, we performed
four sets of experiments. (1) The classification network
was trained and tested on the ADNI-2 data set, and the
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TABLE 2 The classification results of four methods for different classification tasks. Values are reported as mean (%)

AD vs. NC AD vs. MCI NC vs. MCI AD vs. NC vs. MCI
Methods ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SKSS 70.35 43.16 86.77 73.30 67.24 1.05 99.48 64.32 55.54 34.82 72.31 54.67 42.66 42.26 69.91 58.01

AKSS 70.33 60.00 76.61 74.84 66.55 50.52 74.36 64.46 53.28 35.26 67.69 54.81 43.54 44.51 70.91 64.69

MKSS 66.84 66.32 67.28 73.70 68.79 16.84 94.36 60.97 55.26 47.28 61.54 53.35 44.43 50.42 72.72 67.05

SHKSS 98.77 100 97.24 99.00 98.60 98.89 98.06 99.00 81.63 86.05 77.95 88.00 82.82 83.60 90.73 95.71

F IGURE 7 Comparison of the ROC curves of four methods for classifying: (a) AD vs. NC classification, (b) AD vs. MCI classification, (c) NC
vs. MCI classification, and (d) AD vs. NC vs. MCI classification

TABLE 3 Classification results with fivefold cross-validation on the ADNI-2 data set. Values are reported as mean (%)

AD vs. NC AD vs. MCI NC vs. MCI AD vs. NC vs. MCI
Methods ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SKSS 69.54 59.68 77.34 77.25 68.59 21.53 89.52 72.95 62.57 87.64 17.61 56.40 44.68 36.58 67.70 60.52

AKSS 74.77 66.53 81.21 83.78 71.58 35.17 87.63 75.48 57.43 71.88 31.41 51.81 44.52 38.35 68.05 61.26

MKSS 68.00 68.25 68.11 78.58 67.73 38.47 80.89 71.59 56.83 74.77 25.00 51.19 44.99 35.64 66.99 56.96

SHKSS 98.46 98.02 98.85 99.00 97.11 96.10 99.03 99.00 81.25 86.71 77.01 80.00 82.58 84.39 90.98 98.42

results are shown in Table 3. As seen from Table 3, the
classification performance of the proposed method on
this data set was also better than those of the three
commonly used methods. From Table 2 and Table 3,
we can observe that all four methods have comparable
AD diagnosis capabilities on ADNI-1 and ADNI-2. The
maximum difference between the classification results
of the three commonly used methods is approximately

5% (AKSS: AD vs. MCI). However, the maximum differ-
ence in the classification results of our SHKSS method
is less than 2%.Specifically, the difference in the classifi-
cation results is 0.31% for AD versus NC, 0.38% for NC
versus MCI, 1.49% for AD versus MCI, and 0.24% for
AD versus NC versus MCI. This experiment shows that
the proposed experimental method does not depend on
a specific data set. We also find that the classification
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TABLE 4 Results for AD classification on the ADNI-2 data set, using ADNI-1 as the training set. Values are reported as mean (%)

AD vs. NC AD vs. MCI NC vs. MCI AD vs. NC vs. MCI
Methods ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SKSS 68.18 65.42 70.39 75.64 64.87 32.92 79.07 66.89 57.74 69.01 37.57 55.40 42.68 40.26 69.07 59.86

AKSS 68.12 67.36 68.73 75.97 68.68 23.61 88.70 67.69 60.48 78.21 28.73 57.41 42.87 43.84 70.38 61.97

MKSS 70.65 63.75 76.13 77.15 67.35 34.03 82.16 66.11 61.98 90.68 10.61 54.12 43.27 41.77 69.70 61.10

SHKSS 98.58 100 96.81 100 98.20 99.88 94.44 99.00 71.41 96.57 48.97 95.00 71.89 74.23 85.61 94.23

TABLE 5 Results for AD classification on the ADNI-1 data set, using ADNI-2 as the training set. Values are reported as mean (%)

AD vs. NC AD vs. MCI NC vs. MCI AD vs. NC vs. MCI
Methods ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SKSS 66.17 56.86 75.92 74.63 62.23 32.96 79.34 63.19 60.90 82.94 21.45 56.86 45.21 35.63 67.60 58.28

AKSS 68.94 62.77 75.39 76.40 59.68 44.40 68.60 60.39 61.84 78.46 32.11 59.90 43.57 39.31 68.83 57.66

MKSS 65.79 47.17 85.26 77.26 60.46 28.68 79.04 59.80 62.17 87.13 17.50 58.55 43.36 37.98 68.45 57.01

SHKSS 96.59 100 94.08 99.00 96.79 100 95.23 99.00 75.24 77.68 87.73 90.00 71.01 76.18 85.88 95.57

results on the ADNI-2 data set are slightly lower than
those on the ADNI-1 data set,which may be because the
number of ADNI-1 subjects is larger than the number of
ADNI-2 subjects.

(2) The model was trained on the ADNI-1 data set and
tested on the ADNI-2 data set. As above, the classifica-
tion results of the SHKSS method are far superior to
those of the other three methods, and the results are
shown in Table 4.For the SHKSS method,by comparing
Tables 2 and 4, we can observe that the models trained
on the ADNI-1 data set can better classify the data
from the ADNI-2 data set. The difference between their
classification results and those of the models trained
and tested on ADNI-1 is within an acceptable range of
approximately 10%. For our SHKSS method, the differ-
ence between the classification results for AD versus NC
is 0.19%, that of NC versus MCI is 10.22%, that of AD
versus MCI is 0.4%, and that of AD versus NC versus
MCI is 10.93%.

(3) The model was trained on the ADNI-2 data set and
tested on the ADNI-1 data set; the results are shown
in Table 5. From Table 5, we can observe that for the
SHKSS method, the results are better than those of the
other three methods,and the model trained on the ADNI-
2 data set can better classify the data in the ADNI-1
data set. Specifically, by comparing Table 3 and Table 5,
the difference between the classification results for AD
versus NC is 1.87%, that of NC versus MCI is 6.01%,
that of AD versus MCI is 0.32%, and that of AD versus
NC versus MCI is 11.57%. By comparing Table 4 and
Table 5, we find that the ADNI-1 and ADNI-2 data sets
have comparable mutual diagnostic capabilities when
they are used as each other’s training and test sets. In
the SHKSS method, the difference between the classi-
fication results of AD versus NC is 1.99%, that of NC
versus MCI is 3.83%, that of AD versus MCI is 1.41%,
and that of AD versus NC versus MCI is 0.88%.

(4) The classification network was trained and tested
using mixed data from ADNI-1 and ADNI-2; the results
are shown in Table 6. We can see that the classifi-
cation performance of the proposed method is also
better than those of the three commonly used meth-
ods. Moreover, by comparing the results with those of
the previous generalization experiments, it can be seen
that the classification results using mixed data do not
differ greatly from those obtained by training and test-
ing on the ADNI-1 (or ADNI-2) data set (Tables 2 and 3),
and both outperform the classification results for train-
ing on the ADNI-1 data set and testing on the ADNI-2
data set (Table 4) as well as the classification results
for training on the ADNI-2 data set and testing on the
ADNI-1 data set (Table 5). In conclusion, our proposed
method has good generalization ability in sMRI-based
AD diagnosis tasks.

4.4 Comparison with state-of-the-art
methods

In Table 7, the results of our method are compared
with those of several other methods. To facilitate the
comparison, all the methods used data from the ADNI
data set. However, these methods were performed for
different numbers of subjects and different partitions
of the training and test samples. Although the image
data selected for all methods were not identical, quality
control and preprocessing of the image data were per-
formed for the ADNI study group.Therefore,although the
results in Table 7 may not be fully comparable, we can
roughly compare our method with these state-of -the-art
methods to verify the efficacy of our proposed method.
From Table 7,we can observe that the proposed method
outperforms most existing methods for AD versus NC
and AD versus MCI. Specifically, our method obtains a
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TABLE 6 Classification results with fivefold cross-validation on the ADNI-1+ADNI-2 data set. Values are reported as mean (%)

AD vs. NC AD vs. MCI NC vs. MCI AD vs. NC vs. MCI
Methods ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SKSS 71.55 55.78 85.87 78.75 68.52 30.68 87.74 68.75 63.40 92.13 12.06 59.42 46.19 42.78 70.70 61.25

AKSS 75.32 71.25 78.97 81.76 68.41 36.93 84.40 68.76 62.21 82.07 26.79 58.85 45.21 40.72 69.66 60.86

MKSS 71.23 56.53 84.71 79.38 68.97 39.93 83.73 69.25 62.54 83.7 24.88 59.87 44.48 42.18 70.00 61.20

SHKSS 99.69 99.37 100 100 99.23 99.67 98.89 99.00 82.54 84.35 79.93 89.00 82.70 86.05 91.66 99.03

TABLE 7 Comparison with state-of -the-art methods

Classification results (%)
Method Data (AD/NC/MCI) AD vs. NC NC vs. MCI AD vs. MCI AD vs. NC vs. MCI

Korolev et al.11 ADNI-1:50/61/120 79.00 - - -

Lian et al.37 ADNI-1:199/229/393
ADNI-2:159/200/277

90.30 - - -

Khvostikov et al.12 ADNI-1:48/58/108 85.40 65.80 76.00 -

Liu et al.13 ADNI-1:97/119/233 88.90 76.20 - -

Liu et al.36 ADNI-1:93/100/204 84.97 - - -

Shi et al.35 ADNI-1:51/52/99 95.44 83.29 - -

Proposed method ADNI-1:159/272/152
ADNI-2:144/203/181

98.77 81.63 98.60 82.82

The boldface denotes the best performance in each classification task.

classification accuracy of 98.77% for AD versus NC,
which is an improvement of 3.33% (vs. Shi et al.35),
13.8% (vs. Liu et al.36), 9.87% (vs. Liu et al.13), 13.37%
(vs. Khvostikov et al.12), 8.47% (vs. Lian et al.37), and
19.77% (vs. Korolev et al.11). In AD versus MCI, our
method achieves a classification accuracy of 98.60%,
an improvement of 22.6% (vs. Khvostikov et al12). In
NC and MCI classification, although the results of our
method are lower than those of existing methods, they
differ by only 1.66% from the best results. We con-
ducted an additional multiclassification experiment and
obtained a classification accuracy of 82.82%. There-
fore, our method has good performance on the AD
diagnosis task.

5 DISCUSSION

5.1 Visualization using Grad-CAM

To better compare the effects of the three com-
monly used key slice processing techniques (the SKSS
method, AKSS method, and MKSS method) and the
proposed SHKSS method on the classification results,
we show the information extracted from MRI slices
by ResNet-18 through gradient-weighted class acti-
vation mapping (Grad-CAM).38 Grad-CAM is a tool
that provides interpretability for deep learning mod-
els, which can visualize the features learned by the
model. Specifically, Grad-CAM uses the gradients of
any target concept (e.g., the logits of a class in a

classification category or even the output from a cap-
tion task) that flows into the final convolution layer to
generate a rough localization map to highlight impor-
tant regions in the image used for prediction. More
details about Grad-CAM generation can be found in
literature.38

Figure 8a–d shows the Grad-CAM results of the four
key slicing processing techniques for the AD versus
NC, NC versus MCI, AD versus MCI, and AD versus
NC versus MCI classification tasks, respectively. In the
Grad-CAM plots, a redder color indicates a higher con-
tribution to the classification task, while a bluer color
indicates a lower contribution to the classification task.
Figure 8a shows that for the AD and NC classifications,
the SKSS method focuses more on regions such as
the thalamus and the anterior horn of the lateral ven-
tricles, the AKSS method focuses more on the corpus
callosum pressure region, the MKSS method focuses
more on regions such as the precentral gyrus, and the
SHKSS method focuses on the middle part of the brain,
which contains highly sensitive regions for AD, such as
the hippocampus and the ventricles. Thus, compared to
the other three methods, the SHKSS method focuses on
regions that are more relevant to the neuropathology of
AD diagnosis.39,40 In Figure 8b, for NC and MCI clas-
sification, we find that the SKSS method focuses more
on regions such as the thalamus and the anterior horn
of the lateral ventricles, the AKSS method focuses on
regions such as the ventricles and the thalamus, the
MKSS method focuses on regions such as the precen-
tral gyrus, and the SHKSS method focuses on regions
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F IGURE 8 Grad-weighted class activation mapping (Grad-CAM) for AD vs. NC classification, NC vs. MCI classification, AD vs. MCI
classification, and AD vs. NC vs. MCI classification

such as the hippocampus, the ventricles,and the corpus
callosum pressure. Although the SHKSS method also
focuses on a small number of background regions, the
red areas are mainly concentrated in the middle part
of the brain and contain more brain regions. Therefore,
compared with the other three methods, SHKSS can
provide a more adequate basis for judgment. It can be
observed from Figure 8c that for AD and MCI classifica-
tion, the red areas of the SKSS method contain regions
such as the corpus callosum pressure and a small part
of the background areas, the AKSS method focuses on
changes in the ventricles, the MKSS method focuses
more on background areas unrelated to AD pathology,
and the SHKSS method still makes decisions based
on intermediate areas of the brain that show subtle
structural changes in the pathogenesis of AD41–44 and
are associated with areas of the brain that are closely
related to AD. As seen in Figure 8d, for the classification
of AD, NC, and MCI, the red areas of the SKSS method
contain regions such as the corpus callosum pressure
and lateral ventricles, the red areas of the AKSS method
are concentrated in background regions unrelated to AD,
the red areas of the MKSS method are concentrated in
the upper left part of the brain, and the SHKSS method
still made judgments based on the middle regions of
the brain.

Therefore, it can be seen from these results that the
brain regions obtained by the SHKSS method are con-
sistent with previous studies.For example,Serrano-Pozo
et al.40 showed that brain regions such as hippocampus
and thalamus changed during the conversion from NC

to AD. Dolek et al.41 found that the severity of dementia
in patients increased with the decrease of hippocam-
pal volume. Cavedo et al.42 found that the volume of the
amygdala in AD patients was smaller than that in NC
subjects. Chetelat et al.43 found significant gray matter
loss in the hippocampus and corpus callosum pressure
in AD patients. In summary, ResNet-18 with the SHKSS
method makes a final judgment based on sensitive
regions associated with AD, indicating that the SHKSS
method can indeed highlight the structural information
of MRI slices and improve the accuracy of AD diagnosis.
To further analyze the effects of different brain regions
on the classification tasks, different brain regions (hip-
pocampus, thalamus, and combined with hippocampus
and thalamus) were used for the AD classification tasks.
Table 8 shows the classification results of the SHKSS
method based on data from different brain regions. As
can be seen from Table 8, the highest classification
accuracy was achieved using data from combined with
hippocampus and thalamus regions for all classification
tasks. Meanwhile, by comparing Table 8 with Table 2, it
can be seen that the classification results using mul-
tiple brain regions outperformed those using a single
brain region in most of the classification tasks.This sug-
gests that not only do important brain areas play a role
in the AD classification task, but that each brain area
has some influence,and that individual brain areas differ
from each other in the size (i.e.,weight) of their contribu-
tion to the classification tasks,and that the simultaneous
use of multiple brain areas has a complementary effect
on the information.
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TABLE 8 The classification results of the SHKSS method based on data from different brain regions. Values are reported as mean (%)

Hippocampus Thalamus Hippocampus + Thalamus
Methods Diagnosis ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SHKSS AD vs. NC 82.96 82.40 83.63 91.78 63.67 69.25 57.78 71.56 83.93 87.50 80.49 93.02

AD vs. MCI 61.50 42.72 75.51 63.21 58.95 30.79 75.49 56.62 65.22 41.39 79.13 69.49

NC vs. MCI 68.41 78.22 50.54 74.36 53.54 50.00 59.85 58.10 69.58 74.53 60.32 72.26

AD vs. NC vs. MCI 53.35 53.53 75.12 72.79 40.49 37.69 67.89 57.22 54.04 51.28 74.53 73.75

TABLE 9 Classification results for different classification tasks without transfer learning. Values are reported as mean (%)

AD vs. NC AD vs. MCI NC vs. MCI AD vs. NC vs. MCI
Methods ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC ACC SEN SPE AUC

SKSS 64.30 39.01 90.75 75.31 60.34 38.31 73.28 60.85 54.74 54.11 55.91 61.55 46.15 40.15 69.77 63.89

AKSS 61.09 45.79 77.18 76.37 60.11 23.81 81.34 59.46 52.61 48.55 59.85 61.02 45.46 38.80 69.02 63.21

MKSS 63.66 40.95 87.66 78.65 59.64 40.93 70.67 58.20 52.13 45.68 63.91 57.40 46.12 40.79 69.68 63.42

SHKSS 95.69 90.34 99.00 99.00 95.29 86.87 98.19 99.00 80.90 72.31 96.09 97.35 80.59 85.50 91.04 97.34

5.2 Classification tasks without
transfer learning

In this experiment, we study the impact of transfer
learning methods on each classification task. In gen-
eral, when the number of data sets is small, a common
approach to avoid overfitting is to use a pretrained CNN
model and perform classification by simply freezing
and fine-tuning some layers. Table 9 shows the clas-
sification results for ADNI-1 data without the transfer
learning method. By comparing Table 2 and Table 9,
it can be found that the results with transfer learning
are slightly better than those without transfer learning.
Specifically, the least/greatest classification accuracy
was improved by 0.8% (NC vs. MCI)/6.9% (AD vs. MCI),
0.67% (NC vs. MCI)/9.24% (AD vs. NC), 1.54% (AD vs.
NC vs. MCI)/9.15% (AD vs. MCI), and 0.73% (NC vs.
MCI)/3.31% (AD vs. MCI). Although the improvement
in classification accuracy using transfer learning was
small, the experiments showed that the time required to
train the CNN model using the transfer learning method
was only approximately 1/2 of that without using the
transfer learning method for the same number of epochs
(40). Therefore, we can speculate that with the increase
in learning samples and training batches, the transfer
learning method will save much training time for the
model, save computer resources, and help researchers
more easily modify the model parameters to optimize
the model.

5.3 Classification results for data
augmentation

From the above classification results, it can be seen that
the classification performances of the SKSS method,
AKSS method, and MKSS method are far lower than

that of the SHKSS method without data augmentation.
The highest classification accuracies of the top three
methods were 75.32% (AD vs. NC), 71.58% (AD vs.
MCI), 63.4% (NC vs. MCI), and 46.19% (AD vs. NC vs.
MCI).However, in most existing AD classification studies
based on SKSS methods,16–18 AKSS methods,21 and
MKSS methods,22,23 these methods achieved high clas-
sification accuracy,as shown in Table 10.Specifically, for
the SKSS method, the AD versus NC classification task
achieved a high accuracy of 98.84% (Sarraf et al.17),
a high accuracy of 94.88% for AD versus MCI (Naz
et al.18), a high accuracy of 91.67% for NC versus MCI
(Billones et al.16), and the highest accuracy of 91.85%
for AD versus NC versus MCI (Billones et al.16). How-
ever, these excellent results are due to data leakage,
and studies have shown that the incorrect division of the
training set and test set is one of the major causes of
data leakage.45 In literatures,16–18 the authors extracted
multiple 2D slice images from each 3D MRI image for
classification experiments (among them,Billones et al.16

extracted twenty 2D slice images from each 3D MRI
image, Sarraf et al.17 extracted all 2D slice images with
nonzero average pixels from each 3D MRI image, and
Naz et al.18 selected at least three 2D slice images from
each 3D MRI image), and these slices were randomly
divided into a training set and test set according to a
certain ratio. These incorrect data division methods
divide different slices of the same subject into a training
set and a test set, resulting in data leakage. For the
AKSS method, Wu et al.21 first extracted 130 slice
images from each 3D MRI image, then stacked the slice
images into RGB images at four intervals, and finally
used a fivefold cross-validation strategy to divide all the
RGB images into a training set and test set for exper-
iments. Therefore, this study also suffered from data
leakage problems. For the MKSS method, Lin et al.22,23

also had the potential for data leakage. Specifically,
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TABLE 10 Classification results for different classification tasks with data augmentation. Values are reported as mean (%)

Methods
Data set
(AD/MCI/NC) Models

AD vs. NC/AD vs. MCI//NC vs.
MCIAD vs. NC vs. MCI

Billones et al.16 SKSS 300/300/300 VGG16 98.33/93.89/91.67/91.85

Sarraf et al.17 211/-/91 GoogleNet 98.84/-/-/-

Naz et al.18 95/146/95 ResNet-18 92.3/94.88/80.61/-

Wu et al.21 AKSS -/307/150 GoogleNet -/-/97.58/-

Lin et al.22 MKSS 188/-/229 CNN 88.02/-/-/-

Lin et al.23 88.79/-/-/-

Ours SKSS 159/152/272 ResNet-18 92.28/86.00/86.17/79.93

AKSS 91.53/85.22/88.29/80.73

MKSS 90.57/85.61/89.39/79.36

SHKSS 99.57/96.68/96.23/91.71

in literature,22 the authors extracted a total of 62,967
((188+229)×151) 2D slice images from 3D MRI images
and used the 10-fold cross-validation strategy to divide
them into a training set and test set. In literature,23 the
author randomly divided these 62,967 images into 417
small batches. To further illustrate the impact of data
leakage, we extracted three slice images from each
3D MRI image in the ADNI-1 data set to obtain a total
of 1,127 2D slice images and randomly divided these
slice images into a training set and test set for AD clas-
sification experiments using a fivefold cross-validation
strategy. The classification results are shown in the last
four rows of Table 10. As seen from the table, the accu-
racy of all classification tasks is significantly improved
after incorrect data division (similar to the classification
results of existing studies).

6 LIMITATIONS

In this study, we classified AD, MCI, and NC based on
2D slice images of 3D MRI images. Our method has
the following limitations. First, in this study, we used only
2D slice images for the classification experiments, while
existing studies have shown that 2D slice images lose
more useful information for AD classification than 3D
images. Second, demographic data, neuropsychologi-
cal data, imaging data, genetic data, cerebrospinal fluid
data, and blood data of AD subjects, MCI subjects, and
NC subjects were collected according to uniform stan-
dards in the ADNI data set. In this study,we used only the
features of MRI images to classify AD. Finally, the ADNI
data set was scanned longitudinally for all recruited sub-
jects; that is, MRI scans and PET scans were performed
on subjects at different time points (including base-
line, sixth month, 12th month, 18th month, 24th month,
36th month, and 48th month). However, in this study,
we used only sMRI images acquired at a single time
point (baseline time) to classify AD. In summary, we can

improve the accuracy of the classification task in three
respects. Extending the SHKSS method to 3D images
further improves the performance of AD classification.
In addition, we can combine medical images with other
modalities of data (e.g., genetic data, blood data, and
cerebrospinal fluid data) to conduct studies on more
modalities and improve the classification performance
of AD. We can also use images from longitudinal scans
to classify AD.

7 CONCLUSION

In this study, to make full use of the structural informa-
tion of sMRI images, we propose applying the SHKSS
key slice processing technique to a 2D transfer learning
model for AD classification. Specifically, first, SHKSS
key slice processing technology is used to transform
a single-channel image into a three-channel image.
Then, the three-channel image is used as the input
of a pretrained ResNet-18 to perform AD classifica-
tion. The experimental results on ADNI-1 and ADNI-2
show that the proposed method has good classification
performance and generalization ability; in particu-
lar, the classification accuracy of AD, NC, and MCI
is 82.82%.
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